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Abstract

How does a region’s average wage adjust to a shock, say trade-induced or technology-

induced, on labor demand? Beaudry, Green and Sand (2010) recently demonstrated the inaccu-

racy of the traditionally-used shift-share analysis – a partial equilibrium exercise – in addressing

this question. While they focus on shifts in the industrial composition of employment, I argue

that the interplay between inter-sectoral and inter-occupational labor adjustments is fundamen-

tal in assessing the spillover effects they emphasize. I extend their search-and-bargaining model

to incorporate occupations and illustrate why omitting inter-occupational labor adjustments

could lead to underestimation. Using German individual-level data for 1977-2001, I estimate

that omitting this dimension creates a substantial and statistically significant negative bias

representing two-thirds of the total effect.
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1 Introduction

How does a region’s average wage react to a shock (say, trade-induced or technology-induced)

to the inter-sectoral and inter-occupational structure of labor demand? In spite of a volu-

minous literature examining the effects of trade liberalization and technological change on

wages, we know relatively little on (i) how shocks to the sectoral and occupational compo-

sition of employment spill over to a region’s entire labor market, and (ii) how inter-sectoral

and inter-occupational labor adjustments interact with each other.

Beaudry, Green and Sand (2010, henceforth BGS) recently argued that measuring a

region’s average wage response to a shock on the sectoral composition of employment by

just its composition effect – a partial-equilibrium or ‘shift-share’ approach – would lead to

underestimation.1 To see why, consider a seach-and-bargaing framework and think of a city

with two industries: a high-paying steel plant and a low-paying textile industry. Assume

imperfect worker mobility (i.e. the existence of switching costs) and persistent sectoral wage

premia (i.e. wage differences across sectors unexplained by worker characteristics), here in

favor of the steel industry.2 Because workers can credibly move across sectors, the outcome

of wage bargaining in the textile industry will reflect the outside opportunity, i.e. the wage

offered in the high-paying steel industry, given the probability to be hired there. If now the

steel plant closes down, this outside option disappears for workers in the textile industry,

driving down their threat point in the Nash bargaining game and inciting firms in the textile

industry to bid down the wage offered. Wages in the textile industry may then fall even in

the absence of actual labor movements between the two sectors. Thus, the path of wages

within industries will be affected by shifts in the sectoral composition of labor demand, and

this spillover effect on average wages will reinforce the composition effect. BGS show that

1A shift-share approach is a partial equilibrium exercise which consists in multiplying each industry
average wage in a base year by the corresponding change in industrial employment shares and then summing
up across industries. See Loveridge and Selting (1992) for a summary of the literature on shift-share analysis,
and López and Mayor (2008) for extensions of the classical deterministic approach to spatial stochastic
analysis.

2If workers were immobile, moving across sectors would not be a credible threat. If they were perfectly
mobile, wages would equalize and there would be no incentive for workers to move across sectors.
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the spillover effect is substantial—over twice the magnitude of the composition effect.

I take this idea one step further. Consider a shock to the inter-sectoral and inter-

occupational composition of labor demand and suppose that workers are (imperfectly) mo-

bile not only across sectors, but also across occupations. Then inter-sectoral and inter-

occupational labor adjustments to the shock may either reinforce or offset each other. They

will strengthen each other if employement shifts toward high-paying industries and occupa-

tions, or the reverse. In all other cases they will cancel each other (i.e. if employment shifts

toward high-paying industries and low-paying occupations, or the reverse). In the latter

case, even BGS’s procedure will underestimate the total effect on a region’s average wage.

Do we have a reason to believe that sectoral and occupational labor adjustments to shocks

would offset each other? To fix ideas, think of a trade shock—a reduction in trade costs

in a two-by-two economy (skilled vs. unskilled labor, skill-intensive vs. unskilled-intensive

industries). The Stolper-Samuelson theorem predicts that if Home is skill-abundant, the skill-

intensive sector will expand (a sectoral labor adjustment), but every industry will become

less skill-intensive (an occupational labor adjustment). Thus, in the case of a trade shock, the

negative relationship between sectoral and occupational shifts in labor demand is precisely

what is to be expected, because the second is endogenous to the first.3 In that case, the

effect of the inter-sectoral shift in labor demand on the local economy’s average wages will

certainly be understimated by shift-share analysis, but it will also be underestimated by

BGS’s procedure, because it will be confounded with the opposite effect of the occupational

shift.

So far, the trade-and-wages literature (surveyed by Slaughter 1998) has largely disre-

garded this issue. Several papers focused primarily on the impact of trade shocks on wage

inequality. Some of the papers considered the correlation between industry product-price

changes and relative factor-employment levels (Lawrence and Slaughter 1993, Sachs and

3This negative correlation between occupational (within-industry) and sectoral (between industries) shifts
in labor demand in the case of a trade shock was used by Berman, Bound and Griliches (1994) to discriminate
between trade-induced and technology-induced explanations for the rise in the skill premium observed in
OECD countries. They rejected trade as the dominant explanation for this rise, but that does not preclude
the occurrence of trade shocks.
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Shatz 1994) or industry factor cost shares (Leamer 1996, Baldwin and Cain 1997, Kruger

1997). Other studies focused on the factor content of trade volumes (Krugman 1995, Bor-

jas, Freeman and Katz 1991, 1997). Overall, little of the rising wage inequality observed in

OECD countries was found to be explained by trade. Other papers looked more directly

into the effect of trade on average wages, but typically at the industry level. That is, they

regressed changes in sectoral wages on changes in import prices (Revenga 1992) or trade

policy (Attanasio, Goldberg and Pavcnik 2004). They typically found that the effect of

trade on wages was relatively small. Most recently, Brülhart, Carrère and Trionfetti 2010

used a natural experiment (the fall of the Iron Curtain) to evaluate the impact of improved

market access on employment and wages in Austria’s Eastern municipalities, and found that

the wage effect preceded but was eventually superseded by the employment effect. To our

knowledge, none of these studies simultaneously considered forces working through both

inter-industry and inter-occupational labor adjustment—nor were they designed to do so.

A distinct literature looked at frictions and adjustment costs on labor markets (see the

contributions in Porto and Hoekman 2010). Lee and Wolpin (2006) and Artuc, Chaudhuri

and McLaren (2010) focused on inter-sectoral reallocation. Others, such as Lee (2005),

Keane and Wolpin (1997) focused on inter-occupational labor adjustments. Kennan and

Walker (2003) studied the movement of workers across regions. Again, none of these studies

provided estimates of both industrial and occupational worker mobility costs.

I motivate my analysis using patterns of labor mobility observed in Western Germany

over 1977-2001 using a rich data set containing, inter alia, occupational as well as sectoral

employment information. The extent of inter-occupation and inter-industry mobility appears

to be comparable in the data. This suggests that, in a wage-bargaining model, shifts in

the occupational composition of labor demand and in its sectoral composition are similarly

likely to affect the bargaining position of workers, and therefore wages. Moreover—and most

interestingly—German employment tends to shift toward high-paying sectors and low-paying

occupations. Following our earlier argument, this may lead to underestimation of the effect

of a shock on a region’s average wages if occupational shifts are not properly taken into
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account.

I follow BGS in combining structural modeling (a search-and-bargaining model taken

from the labor economics literature) with instrumental-variables estimation, using individual-

level data for German cities over 1977-2001. My results strongly suggest that considering the

occupational dimension matters when assessing the response of average wages to exogeneous

shocks. Indeed, in the case of Germany, a BGS-type analysis omitting the occupational

dimension of shocks would conclude to the insignificance of spillovers and thus suggest that

shift-share analysis is adequate. By contrast, taking into account the sectoral and occu-

pational dimensions of shocks shows that both dimensions generate large and significant

spillovers, but that they happened to offset each other. The estimated negative bias is sub-

stantial and statistically significant and represents two-thirds of the total effect. In addition,

my approach generates estimates of the relative costs of inter-sectoral vs. inter-occupational

mobility (from the probabilities of moving). Perhaps surprisingly, revealed inter-industry

mobility costs are 1.4 times larger than revealed inter-occupational mobility costs.

The remainder of this paper is organized as follows. Section 2 presents some relevant

stylized facts. Section 3 extends BGS’s search-and-bargaining model to occupations. The

resulting wage equation sheds light on the importance of considering both inter-industry and

inter-occupational labor adjustments simultaneously. Section 4 discusses my strategies for

identification and estimation. Section 5 describes the empirical setting. Section 6 presents

baseline results and sensitivity analyses. Section 7 concludes.

2 Motivating Observations

Patterns of the labor market observed in Western Germany over 1977-2001 are constructed

using individual-level IAB data which are provided by the German Institute of Employment

Research. The IAB database is described in the empirical setting section. The classification

of industries and occupations is specific to Germany, with no evident correspondence with

international tables. In the IAB original file, industries and occupations are classified at
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the 1-digit and 2-digit level, respectively. The anonymized sample, available to the research

community, provides 16 industries and 130 occupations. In this study, I group occupations

into 33 broader categories, according to the 1975 German classification of occupations. The

industrial and occupational classifications into 16 and 33 categories are shown in Tables

1 and 2, respectively. Industries and occupations are reported by firms and are therefore

accurately classified. I define cities as commuting areas, according to the Federal Office for

Building and Regional Planing. This yields 38 local labor markets, whose urban centers are

listed in Table 3.

Worker mobility Figure 1 and Table 4 present evidence of inter-industry and inter-

occupational worker mobility for Western Germany over 1977-2001. Evidence is constructed

on the basis of employed individuals who can be traced over two consecutive years. Inter-

industry mobility is defined as the fraction of currently employed individuals who report

a current industry different from their previous report of an industry. Inter-occupational

mobility is defined equivalently. Note that job switches across firms within a particular

occupation-industry cell are not observed.

Figure 1 shows the evolution of worker mobility across industries within a particular

occupation, across occupations within a particular industry and across both industries and

occupations, as a share of employed workers. Table 4 presents the associated summary

statistics. On average, 8% of workers move across industries and/or occupations from one

year to the other. 2.85% of workers move across industries within a particular occupation,

2.51% move across occupations within a particular industry and 2.67% move across both

industries and occupations. Inter-industry and inter-occupational worker mobility are on

average 5.52% and 5.18%, respectively.4

In the United States, evidence suggests that, on average, inter-industry and inter-occupational

mobility is 10% at the two-digit level and 15% at the one-digit level, respectively (Kambourov

and Manovskii 2008). Observed mobility in the United States largerly exceeds observed mo-

4A transition matrix for average cross-occupational mobility in Western Germany over the period 1977-
2001 is shown in Tables 12-15.
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bility in Germany. This might be because evidence in the United States relies on a finer

classification of industries and occupations. Alternatively, this might be because worker

moving costs are higher in Germany or because the United States faced larger shocks forcing

the labor force to reallocate more frequently. Nevertheless, it is interesting to note that in

both countries inter-occupational mobility is at least as important as inter-industry worker

mobility. Thus, shifts in the composition of employment across occupations should affect

average wages, just like shifts in the industrial composition of employment.

Correlation between industry and occupational composition Let me construct,

like BGS did, an index capturing the industrial employment composition of a city and its

occupational counterpart. For clarity, the time subscript is omitted where possible. Let

c denote a city, j an industry and q an occupation. Let ηjc and ηqc denote industry-j

and occupation-q employment as a share of city-c employment, respectively. νj and νr are

industry-j and occupation-q national wage premia, respectively, which are constructed using

the same approach as BGS. Industrial wage premia are estimated from a yearly regression

at the national level of log individual real wages on a vector individual characteristics (i.e.

the age, the square of age, a gender dummy, a nationality dummy, a categorical variable for

eduction and a full set of education-gender, education-nationality and education-age interac-

tions) and a full set of industry dummy variables. The industrial wage premia are given by

the coefficients on the industry dummy variables. Occupational wage premia are estimated

equivalently, replacing industry by occupation dummy variables in the regression. BGS’s in-

dustrial composition index, denoted R̃IND
c , and its occupational counterpart, denoted R̃OCC

c ,

are respectively defined as follows:

R̃IND
c =

∑
j

ηjcνj and R̃OCC
c =

∑
q

ηqcνq.

Everything else equal, industrial and occupational composition indices increase when em-

ployment shifts toward high-wage industries and occupations, respectively.

Controlling for city fixed effects, Figure 2 suggests a negative correlation between indus-
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trial and occupational composition indices over the period 1980-2001. Figure 3 shows the

evolution of industrial and occupational composition indices, averaged across cities of West-

ern Germany, over the period 1980-2001. Everything else equal, from 1985 on, it indicates

that the negative correlation observed in Figure 2 masks a tendency for labor to shift toward

high-wage industries but low-wage occupations, at least at the national level, as captured by

the increase and the decrease in the average industrial and occupational composition indices,

respectively. This trend seems to hold across cities, as suggested by Figure 4 which shows a

positive correlation between industrial and occupational composition indices across cities of

Western Germany, controlling for time fixed effects. Overall, this suggests that the effects of

industrial employment shifts on a region’s average wage may be underestimated when the

occupational dimension of labor adjustment to a shock is omitted from the analysis.

3 Model

This section presents an extension of the search-and-bargaining model developed by BGS

to incorporate occupations. This extension implies remodeling the technology and worker

matching to firms. Adding occupations to BGS model requires introducing some complemen-

tarity across occupations in the production function (i.e. maintaining a constant marginal

productivity of labor as in BGS would imply full specialization of firms in a particular occu-

pation). Besides, adding occupations extends labor mobility to a three-dimensional mobility

(across industries, across occupations and across both industries and occupations), therefore

enlarging the set of matching possibilities. I derive a structural equation that relates indus-

trial and occupational composition of employment to occupation-industry-city-level average

wages. When the workforce is imperfectly mobile across both industries and occupations,

occupation-industry-city-level average wages act as strategic complements. This implies that

both industrial- and occupational-composition shifts create spillover effects on average wages.
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3.1 Setup

Consider an economy, made up of C local labor markets, which will be called “cities”,

denoted by c. The economy is composed of I industries producing intermediate goods, all

of them present in each city (we shall also refer to these as “industrial” goods). Let i and

j be industry subscripts. All industries i, j in city c consist of homogeneous firms, the

number of which is determined endogeneously in equilibrium.5 For simplicity, I omit capital

and concentrate on labor market adjustments.6 An occupation is defined by a task that

has to be executed for production. Production involves Q distinct tasks, which enter as

complements in the production function. Let q and r be occupation subscripts. Nqic denotes

the amount of type-q labor employed at the firm level within industry i and city c. Let θqic

be an exogeneous technology parameter and let Aic be an exogeneous industry-city-specific

productivity shifter. Define yic =
∏

q (Nqic)
θqic . Each firm within industry i and city c

produces a quantity Yic according to the following Cobb-Douglas production function:

Yic = Aic
∏
q

(Nqic)
θqic

= Aicyic,

where θqic ∈ (0, 1) to reflect decreasing marginal returns to labor. Due to the across-industry

variability of the technology parameter θqic, the within-industry allocation of labor differs

across industries in a particular city. Because the parameter θqic varies across cities, the

distribution of labor within a particular industry differs across cities. The distribution of

labor across industries differs across cities, due to the industry-city-specific productivity

shifter Aic. Let Yi be the economy-wide output of the intermediate good i. It is given by

5If one allows for heterogeneous firms, the wage equation differs at the firm level but has qualitatively
similar implications when averaged at the occupation-industry-city level.

6Inclusion of capital alters steady state city-level employment in a particular occupation-industry cell but
leaves the wage equation derived below unaffected (since capital does not intervene in the wage bargaining
process).
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the sum of city-level outputs, Yic, across cities. The final good, denoted Z, is given by:

Z =

(∑
i

aiY
χ
i

) 1
χ

,

where χ < 1 and ai is a parameter reflecting aggregate demand for intermediate good i (i.e.

an increase in ai reflects a rise in aggregate demand for intermediate good i). The price of

the final good is normalized to one. The price of the intermediate good i is pi. Thus, we

assume costless trade among cities.

The labor market considered is characterized by search and matching frictions. I focus on

decentralized wage bargaining and in particular on individual wage contracts. The timing

of the model goes as follows. First, firms set the scale of production and decide on the

number of jobs they want to create. Then, workers are matched to firms at a rate given

by a matching technology, and layoffs occur at an exogeneous rate, denoted δ. Quits are

assumed away. On-the-job search is excluded.7 There are Lc atomistic and homogeneous

workers in city c (i.e. every worker has the ability to execute any task in any industry).8 For

simplicity, workers are assumed to be immobile across cities. The implications of relaxing

this assumption are discussed at the end of this section. This implies that the labor force, Lc,

is exogeneous. The probability that a worker is matched to a particular job depends on his

mobility across industries and occupations. The matching technology and worker mobility

are described below. Once matches are made, workers and firms bargain over the wage rate,

which is set according to Nash bargaining in a complete information context. The model

is couched in continuous time. Workers and firms live forever, discount the future at an

exogeneous rate ρ and are risk neutral. Workers seek to maximize the expected discounted

sum of future utility flows and firms are profit maximizers.

In equilibrium, firms create jobs until the value of a vacancy is zero, the number of

matches equals the number of jobs that are destroyed, and wages are set according to Nash

7Implications with one-the-job search are left for future research.
8Implications are qualitatively similar if workers are heterogeneous in terms of their ability to execute

tasks.
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bargaining. Let ERc denote the employment rate in city c and wqic be the occupation-

industry-city-specific wage. Then, the steady state is characterized by values of ERc, wqic and

Nqic. At the aggregate level, prices adjust such that markets for industrial goods clear. Prices

react to shifts in demand for industrial goods, as captured by ai. Local outcomes respond

to changes in industry price pi (i.e. to a trade shock), changes in the exogeneous technology

parameter θqic (i.e. to a technology shock), and changes in the exogeneous industry-city-

specific term Aic (i.e. to a technology shock).

3.2 Search, matching and mobility

Let Ec and Nc denote the number of employed workers and the number of available jobs in

city c, respectively. The number of matches produced per unit of time, denoted by M , is

given by the following matching technology:9

M = m ((Lc − Ec), (Nc − Ec))

where Lc−Ec is the level of unemployment in city c and Nc−Ec is the number of vacancies.

We assume that the matching technology is increasing in both its arguments and concave,

which is standard in the search an bargaining literature.10 Let ψc be the probability that an

unemployed worker gets a job and φc be the probability that a firm fills a vacancy. These

probabilities are respectively given by:

ψc =
m ((Lc − Ec), (Nc − Ec))

Lc − Ec
and φc =

m ((Lc − Ec), (Nc − Ec))
Nc − Ec

.

Conditional on belonging to the pool of unemployed individuals who meet a vacancy, a

worker probability to meet a particular job is a function of his mobility across industries,

9Implications of two-sided heterogeneity and possible assortative matching are left for future research.
10Empirical evidence supports constant returns to scale in the German matching function. Nevertheless,

I impose no restrictions on the homogeneity of the matching technology. This allows for the existence
of potential search externalities. As have been largely documented in the matching literature, increasing
returns to matching may lead to multiple equilibria (See Petrongolo and Pissarides [2001] for a survey on
the matching function).
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across occupations and across the entire occupation-industry matrix. Mobility across in-

dustries is defined by worker ability to execute the same task across industries. Mobility

across occupations is defined by worker’s ability to execute different tasks within the same

industry. Mobility across the entire occupation-industry matrix depends on both mobility

across industries and occupations. With workers assumed to be homogeneous in terms of

their ability to execute tasks, mobility across industries and/or occupations is assumed to

be identical across workers.

Mobility is modeled as follows. Consider an unemployed worker belonging to the pool of

individuals who meet a vacancy. Let me refer to the “own occupation” and “own industry” as

the occupation and industry in which an unemployed worker was working prior to becoming

unemployed. With exogeneous probabilities ϕIND and 1 − ϕIND, that individual gets a

random draw from jobs in his “own industry” and in any industry, respectively. He gets

a random draw from jobs in his “own occupation” and in any occupation with exogeneous

probabilities ϕOCC and 1 − ϕOCC , respectively.11 With probability ϕINDϕOCC a worker is

constrained to stay in the “own industry” and “own occupation”. Thus, it represents worker

immobility across occupation-industry cells.12 (1 − ϕIND)ϕOCC and ϕIND(1 − ϕOCC) are

probabilities of being tied to the “own occupation” and “own industry”, respectively. They

capture the importance of mobility across industries and across occupations, respectively.

The importance of mobility across the entire industry-occupation matrix is captured by

(1− ϕIND)(1− ϕOCC). Moves across industries occur either within a particular occupation

or across occupations. Thus, ϕOCC reflects mobility across industries. Similarily, moves

across occupations occur either within a particular industry or across industries such that

ϕIND reflects mobility across occupations. Mobility across industries exceeds mobility across

occupations if ϕOCC > ϕIND. A worker is immobile if ϕIND = ϕOCC = 1, imperfectly mobile

if ϕIND and ϕOCC ∈ (0, 1) and perfectly mobile if ϕIND = ϕOCC = 0. From now on, we refer

to ϕIND and ϕOCC as “mobility parameters”. For simplicity, ϕIND and ϕOCC are assumed

11For simplicity, I assume independence of the parameters ϕIND and ϕOCC . Relaxing this assumption
would leave the model unaltered. Moreover, I impose no restrictions on the parameters in the estimation.

12This does not exlude mobility across firms within that particular cell.
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to be constant across industries and across occupations, respectively.13 Figure 5 provides an

illustration of mobility in a two-by-two occupation-industry model.

3.3 Wage determination

Let V f
qic and V v

qic be the discounted value to the firm of a filled position and a vacancy, and

let U e
qic and Uu

qic be the discounted value to the worker of being employed and unemployed in

a particular qic cell, respectively. κ is the relative bargaining power of firms and workers. In

steady state, wages are set by Nash bargaining with disagreement points (outside options)

V v
qic and Uu

qic for firms and workers, respectively:

(
V f
qic − V v

qic

)
=
(
U e
qic − Uu

qic

)
κ. (1)

Define λqic = Aicθqicpi
yic
Nqic

, the value of the marginal product of type-q labor in industry

i and city c. If a position is filled, it generates a flow of profits of (λqic − wqic). With

probability δ, any particular worker is laid off, his position becomes vacant and is filled in

the subsequent period with probability φc. Assume that there are no costs to maintaining a

vacant position. Then, the value of a match to a firm relative to the value of a vacancy is

given by:

V f
qic − V v

qic =
λqic − wqic
ρ+ δ + φc

. (2)

13Implications are threefold. First, this means that worker attachment to the “own industry” and to the
“own occupation” is identical across industries and across occupations, respectively. The main implications
are not altered if both ϕIND and ϕOCC differ across industries and occupations (i.e. mobility parameters
become ϕINDi and ϕOCCq ). In terms of the empirics, that means letting the coefficients on composition indices
(the variables of interest) vary across occupations and industries. Second, this implies that worker mobility
is independent of the destination industry and of the destination occupation. Hence, moving from industry
i to industry j is as costly as moving from industry i to industry k. Similarly, moving from occupation q to
occupation r is as costly as moving from occupation q to occupation s. Third, this implies that the direction
of the move is of no relevance in determining worker mobility. This means that moving from industry i
to industry j is as costly as moving from industry j to industry i. Similarly, moving from occupation q
to occupation r is as costly as moving from occupation r to occupation q. The mechanism of the model
is unchanged if the destination industry, the destination occupation and/or the direction of the move are
relevant in determining worker mobility (i.e. mobility parameters become ϕINDj,i and ϕOCCr,q , ∀ j, r). However,
identification is not feasible because mobility parameters (which we seek to estimate) cannot be disentangled
from composition indices (the variables of interest). Hence, what I observe can be considered an average of
a potentially heterogeneous effect.
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An employed worker earns the wage wqic and becomes unemployed with the exogeneous

probability δ.14 Let ηqc,i be occupation-q vacancies as a share of industry-i vacancies in

city c. Let ηic,q be industry-i vacancies as a share of occupation-q vacancies in city c. Let

ηqic be occupation-industry-qi vacancies as a share of city-c vacancies. These fractions are

endogeneously determined in equilibrium. Then, the value of finding a job to a worker

relative to being unemployed in a particular qic cell is given by:

U e
qic − Uu

qic =
wqic

ρ+ δ + ψcϕINDϕOCC

− ψc
(ρ+ δ + ψcϕINDϕOCC)(ρ+ δ + ψc)

[
(1− ϕIND)ϕOCC

∑
j

ηjc,qwqjc

+ ϕIND(1− ϕOCC)
∑
r

ηrc,iwric + (1− ϕIND)(1− ϕOCC)
∑
j

∑
r

ηrjcwrjc

]
.(3)

Substituting (2) and (3) into (1), occupation-industry-city-level average wages can be ex-

pressed as:

wqic = γc1λqic + γc2

[
(1− ϕIND)ϕOCC

∑
j

ηjc,qwqjc

+ ϕIND(1− ϕOCC)
∑
r

ηrc,iwric + (1− ϕIND)(1− ϕOCC)
∑
j

∑
r

ηrjcwrjc

]
, (4)

where the coefficients are given by:

γc1 =
(ρ+ δ + ψcϕ

INDϕOCC)

[(ρ+ δ + ψcϕINDϕOCC) + κ(ρ+ δ + φc)]

γc2 =
(ρ+ δ + φc)κ

[(ρ+ δ + ψcϕINDϕOCC) + κ(ρ+ δ + φc)]

ψc
(ρ+ δ + ψc)

.

These coefficients are functions of city’s employment rate, as captured by φc and ψc.

Let me refer to outside employment opportunities as options outside the “own indus-

try” and “own occupation” cell. If workers are immobile (i.e. ϕIND = ϕOCC = 1), outside

14For clarity, any relevant city-specific features such as amenities and unemployment benefits are normal-
ized to zero. Qualitative results are not altered by this simplification.
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employment opportunities are not credible options to bargain with. As a result, shifts in

the distribution of employment across industries and/or occupations do not create gen-

eral equilibrium wage effects. If workers are imperfectly mobile (i.e. ϕIND and ϕOCC ∈

(0, 1)), outside employment opportunities are credible options to bargain with. This causes

occupation-industry-city-level average wages to act as strategic complements. The mecha-

nism underlying strategic complementarity is the following. Higher outside wages raise the

worker’s threat point in the Nash bargaining game. Bargaining implies that a firm which

wants to attract a worker must offer a higher wage. The strategic complementarity of wages

results in a feedback pattern that leads shifts in the distribution of employment across in-

dustries and/or occupations to generate spillover effects on wages.

Identification of these spillover effects from equation (4) is difficult; first, because of the

feedback pattern just described, and, second, because the employment rate in a city is treated

as given and implicitly expressed through the γcs. Thus, equation (4) is a set of simultaneous

equations that I now reformulate to obtain an estimable reduced form.

3.4 Wage equation: a reduced form

The reduced form of equation (4) is obtained using a first-order Taylor series approxima-

tion around the point where occupation-industry-city-level average wages are identical across

cities.15 This occurs when the technology parameter θqic and the productivity shifter Aic are

city-invariant, i.e. θqic = θqi and Aic = Ai, which implies that the employment rate and the

distribution of employment across and within industries are constant across cities. Define

θ̂qic = θqic − θqi, the occupation-industry-specific relative advantage component in the tech-

nology for city c, such that
∑

c θ̂qic = 0. Similarly, define Âic = Aic−Ai, the industry-specific

relative advantage component in the productivity for city c, such that
∑

c Âic = 0. Thus,

the distribution of employment across industries and occupations is identical across cities

15Linearizing equation (4) with a first-order approximation may be an empirical issue if higher-order terms
are correlated with the regressors of interest. In their Web Appendix, BGS present results of a Monte Carlo
simulation evaluating their first-order linear approximation. They conclude that the wage generation process
is not essentially non-linear.
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(i.e. θqic = θqi and Aic = Ai) when the relative advantage components θ̂qic and Âic are zero.

Details of the derivation are provided in the appendix. Let λqi be λqic evaluated at the point

where occupation-industry-city level average wages are identical across cities. Let wqi be the

national occupation-industry average wage and νqi = (wqi − w11) be the national occupation-

industry wage premium relative to the numeraire occupation and numeraire industry. The

following reduced form is obtained from the first-order approximation:

wqic =
γ1γ2(1− ϕINDϕOCC)

1− γ2(1− ϕINDϕOCC)
λ11 + γ1λqi + fqiERc

+
γ2

1− γ2(1− ϕINDϕOCC)

[
(1− ϕIND)ϕOCC

∑
j

ηjc,qνqj + ϕIND(1− ϕOCC)
∑
r

ηrc,iνri

+ (1− ϕIND)(1− ϕOCC)
∑
j

∑
r

ηrjcνrj

]
+ ξqic, (5)

where the terms γ1 and γ2 are γ1c and γ2c evaluated at the point where the relative advantage

components θ̂qic and Âic are zero. The term fqi is an occupation-industry-specific term

obtained from the linear approximation. The term ξqic is a function of the relative advantage

components θ̂qic and Âic and corresponds to the error term in the empirical section.16

Finally, to focus on labor market adjustments, equation (5) is first-differenced with re-

16The error term is given by:

ξqic = γ1

(
gqiθ̂qic + hqiÂic

)
+

γ1γ2

1− γ2(1− ϕINDϕOCC)

[
(1− ϕIND)ϕOCC

∑
j

ηj,q

(
gqj θ̂qjc + hqjÂjc

)
+ ϕIND(1− ϕOCC)

∑
r

ηr,i

(
griθ̂ric + hriÂic

)
+ (1− ϕIND)(1− ϕOCC)

∑
j

∑
r

ηrj

(
grj θ̂rjc + hrjÂjc

)]
,

where ηr,i, ηj,q and ηrj are respectively ηrc,i, ηjc,q and ηrjc evaluated at θ̂qic = 0 and Âic = 0. The
occupation-industry-specific terms gqi and hqi are obtained from the linear approximation and are functions
of the following set of parameters: γ1, γ2, ϕIND, ϕOCC and λqi.
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spect to time, denoted τ :

∆wqicτ = ∆dqiτ + β1∆RIND
qcτ + β2∆ROCC

icτ + β3∆RCITY
cτ + fqi∆ERcτ + ∆ξqicτ , (6)

where fqi > 0 and

dqiτ =
γ1γ2(1− ϕINDϕOCC)

1− γ2(1− ϕINDϕOCC)
λ11τ + γ1λqiτ

RIND
qcτ =

∑
j

ηjcτ,qνqjτ

ROCC
icτ =

∑
r

ηrcτ,iνriτ

RCITY
cτ =

∑
j

∑
r

ηrjcτνrjτ

and

β1 =
γ2

1− γ2(1− ϕINDϕOCC)
(1− ϕIND)ϕOCC ≥ 0

β2 =
γ2

1− γ2(1− ϕINDϕOCC)
ϕIND(1− ϕOCC) ≥ 0

β3 =
γ2

1− γ2(1− ϕINDϕOCC)
(1− ϕIND)(1− ϕOCC) ≥ 0.

RIND
qcτ , ROCC

icτ and RCITY
cτ are referred to as industrial, occupational and city composition

indices, respectively. ∆dqiτ is a occupation-industry-time fixed effect. It controls, inter alia,

for changes over time in national occupation-industry wage premia. Mobility parameters are

identified from the βs:

ϕIND =
β2

β2 + β3

and ϕOCC =
β1

β1 + β3

. (7)

With ϕIND and ϕOCC ∈ [0, 1], the βs are nonnegative. Mobility across industries exceeds

mobility across occupations if ϕOCC > ϕIND, which is the case if β1 > β2. The reverse holds

if mobility across occupations exceeds mobility across industries.
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When workers are imperfectly mobile (i.e. ϕIND and ϕOCC ∈ (0, 1)), extending BGS to a

three-dimensional worker mobility (i.e. across industries, across occupations and across the

entire industry-occupation matrix) involves three channels through which exogeneous shocks

can work: an industrial, an occupational and a city composition index. The magnitude of

the associated spillover effects is captured by the βs.

3.5 Omitting the occupational channel of labor adjustment

Let me now discuss why a BGS approach is likely to underestimate a region’s average wage

response to a change in the structure of labor demand induced by a shock (assumed to leave

national wage premia unaffected). Formal details of the discussion are left to the appendix.

To do so, let me first relate BGS industrial composition index (R̃IND
cτ ) to the composition

indices derived in the previous section (RIND
qcτ , ROCC

icτ and RCITY
cτ ). Let wicτ denote industry-i

average wage in city c, i.e. wicτ =
∑

r ηrcτ,iwricτ , and note that a region’s average wage can

either be written:

wcτ =
∑
j

ηjcτwjcτ or wcτ =
∑
j

∑
r

ηrjcτwrjcτ .

Hence, a region’s average wage response to a shock on labor demand can be identified either

by looking at changes in the composition of employment at the industry level, as captured by

changes in R̃IND
cτ , or by looking at the occupation-industry level, as captured by changes in

RCITY
cτ . Let β̃1 be the parameter for the effect of a shift in BGS industrial composition index

on industrial city-specific average wages, i.e. β̃1 = ∂wicτ
∂R̃INDcτ

. Then, the change in a region’s

average wage is given by:

dwcτ =
∂wcτ

∂R̃INDcτ

dR̃INDcτ︸ ︷︷ ︸
direct (composition) effect

+
∑
j

∂wcτ
∂wjcτ

∂wjcτ

∂R̃INDcτ

dR̃INDcτ︸ ︷︷ ︸
indirect (spillover) effect

= (1 + β̃1)dR̃INDcτ (8)
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or, taking a more disaggregated route, by:

dwcτ =
∂wcτ

∂R̃CITYcτ

dR̃CITYcτ︸ ︷︷ ︸
direct (composition) effect

+
∑
j

∑
r

∂wcτ
∂wrjcτ

[
∂wrjcτ
∂RINDrcτ

dRINDrcτ +
∂wrjcτ
∂ROCCjcτ

dROCCjcτ +
∂wrjcτ
∂RCITYcτ

dRCITYcτ

]
︸ ︷︷ ︸

indirect (spillover) effect

= (1 + β3)dRCITYcτ + β1

∑
r

ηrcτdR
IND
rcτ + β2

∑
j

ηjcτdR
OCC
jcτ . (9)

Combining (8) and (9), and replacing dR by ∆R, the indices are related by the following

relationship:17

(1 + β̃1)∆R̃IND
cτ = β1

∑
r

ηrcτ∆R
IND
cτ + β2

∑
j

ηjcτ∆R
OCC
jcτ + (1 + β3)∆RCITY

cτ . (10)

If the true model is given by equation (6), estimating BGS model, i.e.

∆wicτ = ∆diτ + β̃1∆R̃IND
cτ + fi∆ERcτ + ∆εicτ , (11)

will provide a biased estimate of β̃1. Using expression (10), it can be shown that if

E

[
∆R̃IND

cτ

(
∆ROCC

icτ −
∑
j

ηjcτ∆R
OCC
jcτ

)]
< 0, (12)

estimating BGS model necessarily produces a downward biased estimate of β̃1 and leads

to underestimate a region’s average wage response to a shock on labor demand. Note that[
∆ROCC

icτ −
∑

j ηjcτ∆R
OCC
jcτ

]
is the differential between industry-i occupational composition

and the average occupational composition across industries in city c. A positive difference

thus indicates that the employment composition in industry i has become more favorable (i.e.

oriented toward high-premia occupations) relative to the average occupational composition

across industries in city c. There exists two circumstances under which such a negative

correlation is observed. In one case, employment in each city moves toward high-paying

17Note that the direct effect in (8) is not equal to the direct effect in (9). This also holds for the indirect
effects. The aggregate effects only are equivalent.
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industries (i.e. industries that use high-premia occupations intensively), but toward low-

premia occupations within each industry. In the other case, the composition of employment

in each city shifts toward low-premia industries, but toward high-paying occupations within

each industry.

In the context of international trade, the Stolper-Samuelson theorem predicts these types

of labor reallocation. Assume that trade is liberalized in a Northern country. The high-

skill industry expands (i.e. ∆R̃IND
cτ > 0) bidding up the relative wage of skilled workers

and inducing every industry to substitute white collars by cheaper blue collars (i.e. ∀i,

∆RIND
icτ −

∑
j ∆RIND

jcτ < 0). Alternatively, consider a trade liberalization in the South. The

low-skill intensive industry expands (i.e. ∆R̃IND
cτ < 0). Due to better technology (e.g.

embodied in imported capital equipment) industries experience a technological upgrading

which biases labor demand toward high-skill workers (i.e. ∀i, ∆RIND
icτ −

∑
j ∆RIND

jcτ > 0).

Overall, the discussion points out that identification of a region’s average wage response

to a shock on labor demand requires estimating β1, β2 and β3 with model (6). The desired

effect is then obtained from (9) or (8), where in the latter case an unbiased estimate of β̃1 is

obtained by substituting β1, β2 and β3 into (10).

The decomposition of labor adjustments offered by model (6) is not only useful for iden-

tifying the effect of a shock on average wages, but also for assessing its effect on relative

wages. The effect of trade liberalization on the widening skill wage premium is a case in

point. Consider a trade liberalization that alters the composition of employment across and

within industries. Let q denote the high-skill occupation and r the low-sill occupation. Then,

in industry i and city c, the change in the high-skill wage relative to the low-skill wage is

given by:

∆ (wqicτ − wricτ ) = β1

(
∆RIND

qcτ −∆RIND
rcτ

)
,

which taking the average across industries and cities becomes:

∆(wqτ − wrτ ) = β1

(
∆RIND

qτ −∆RIND
rτ

)
,
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where wqτ = 1
C

1
J

∑
c

∑
J wqjcτ and RIND

qτ = 1
C

1
J

∑
c

∑
j R

IND
qcτ (and similarly for wrτ and

RIND
rτ ).

3.6 Implications of worker mobility across cities

Let me discuss the implications of relaxing the assumption of worker immobility across cities.

Worker mobility across cities can be modeled either as a random or a directed search across

cities. Let me now extend the model to allow for a random search across cities. Essentially,

this extension modifies Uu
qic, the value of being unemployed to a worker. Assume that with

probability (1 − Γ) an unemployed worker gets a random draw from jobs in his city, while

with probability Γ he gets a random draw from jobs in all cities. Letting Uu′
qic be the extended

version of Uu
qic under random search I get:

ρUu
′

qic = (1− Γ)Uuqic + Γ
[
ϕINDϕOCC

∑
c

Nqic
Nqi

Ueqic︸ ︷︷ ︸
qi-specific term

+(1− ϕIND)ϕOCC
∑
c

∑
j

Nqjc
Nj

Ueqjc︸ ︷︷ ︸
q-specific term

+ ϕIND(1− ϕOCC)
∑
c

∑
r

Nric
Nr

Ueric︸ ︷︷ ︸
i-specific term

+(1− ϕIND)(1− ϕOCC)
∑
c

∑
j

∑
r

Nrjc
N

Uerjc︸ ︷︷ ︸
constant term

−Uu
′

qic

]
,

where Nqi, Nq and Ni are respectively occupation-industry, occupation and industry national

employments. N denote the level of the national employment. Hence, three additional terms

which vary across occupations, industries and across both industries and occupations are

added to the wage equation given by (5). This extension would have no implications on the

estimates because these terms will be captured by occupation-specific, industry-specific and

occupation-industry-specific time fixed effects in my baseline specification.

More interestingly, modeling worker mobility across cities as a directed search allows

to account for potential agglomeration externalities. Assume that with probability Λ, an

unemployed worker is immobile across cities. With probability (1 − Λ) he is imperfectly

mobile across cities and chooses to move to the city c′ that maximizes his value of finding

a job relative to being unemployed. Let Uu∗
qic be the extended version of Uu

qic under directed
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search. The discounted value of being being unemployed to a worker is:

ρUu∗
qic = (1− Λ)Uu

qic + Λ max
c′


∑
j

∑
r

ηric′U
u
qic′︸ ︷︷ ︸

c′-specific term

−Uu∗
qic

 .

Thus, allowing for directed search across cities implies adding a constant term to (5). This

would have no incidence on the estimated coefficients since this term will be captured by time

fixed effects in the baseline specification. Allowing for directed search implies introducing

housing prices, which adjust to equilibrate the migration flow across cities. As BGS argue

[...] A city with a higher employment rate or a better employment mix, [...], will

attract more workers. This immigration will drive up local housing prices, causing the

migration to stop before wages are equalized across cities. Housing prices will adjust

such that a city with a favorable composition of jobs [...] has local benefits that are

captured by local landowners.18

Because housing costs are paid whether employed or unemployed, they do not alter the value

of finding a job to a worker relative to being unemployed. Therefore, the wage equation given

by (5) remains unaltered.

4 Baseline specification and identification strategy

The specification of interest is given by equation (6). A log specification is obtained by

dividing both sides of (6) by the constant average wage w0.19 t denotes an individual year and

τ a five-year period. The equation of interest is estimated using five-year averages of annual

data taking mutually exclusive and jointly exhaustive intervals. This reduces measurement

18Beaudry, Green and Sand (2010), p. 15-16.
19To see why a log specification is equivalent to (6), let log wqicτ be approximated around the constant

average wage w0:

log wqicτ ' log w0 +
wqicτ − w0

w0
, (13)
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error and purges variations due to business cycles. Thus, my baseline specification takes the

form:

∆ln wqicτ = β1∆RIND
qcτ + β2∆ROCC

icτ + β3∆RCITY
cτ + fqi∆ERcτ + ∆dqiτ + ∆ξqicτ , (15)

where β1, β2 and β3 are the coefficients we are interested in. According to the model, the

βs should be nonnegative. Even though the equation that comes out of theory is based on

independence of the mobility parameters ϕIND and ϕOCC , I do not impose any restrictions

on the parameters in the estimation. Standard errors are clustered at the city level.

Because employment and wages are simultaneously determined, the βs are expected to be

inconsistent if estimated with OLS. Instrumental variables are used to deal with endogeneity

of the composition indices and of the employment rate.

Let ˆ be a predicted value and Nqit be national occupation-industry employment. For

a particular occupation and industry, city-level employment is predicted and combined in

various ways to build instruments for the indices and for the employment rate. It is predicted

as if it had grown at the same rate as national employment: N̂qict = Nqic(t−6)
Nqit

Nqi(t−6)
. Then,

N̂qicτ is computed as the mean of N̂qict over the corresponding five-year interval.

This means that the baseline identification strategy hinges on two assumptions. First, in a

particular occupation-industry cell, past city-level employment and changes in past city-level

employment should be uncorrelated to future idiosyncratic shocks on wages. Second, national

employment and changes in national employment, in a particular occupation-industry cell,

should be uncorrelated to present and future idiosyncratic shocks on wages.

The appendix shows that the first requirement holds if within a particular city, pro-

ductivity and technology shocks relative to other cities, as captured by ∆θ̂qicτ and ∆Âicτ ,

are uncorrelated to each other over time. In terms of the model, the second requirement

such that the yearly change in the log average wage is given by:

∆log wqicτ '
wqicτ − wqic(τ−1)

w0
. (14)

Hence, dividing both sides of equation (6) by the constant average wage w0 provides a log specification,
where w0 is captured by the constant term in the estimation.
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is necessarily satisfied. Empirically, this may not be the case in a small country such as

Germany. As a robustness check, I relax the second assumption and require instead that

French employment and changes in French employment, in a particular occupation-industry

cell, be uncorrelated to present and future idiosyncratic shocks on wages in Germany.

Instruments for the composition indices The occupational composition index, ∆ROCC
icτ ,

can be decomposed into two components: the between and the within components. These

components capture the variations in the indices that are attributable to changes in the

distribution of employment and to changes in the wage premia, respectively:

∆ROCC
icτ =

∑
r

νri(τ−1)

(
ηrcτ,i − ηrc(τ−1),i

)
︸ ︷︷ ︸

Between component

+
∑
r

ηrcτ,i
(
νriτ − νri(τ−1)

)
︸ ︷︷ ︸

Within component

. (16)

Replacing ηqcτ,i by its predicted value, both components are forecast and used separately as

instruments:

IV OCC,BETWEEN =
∑
r

νri(τ−1)

(
η̂rcτ,i − η̂rc(τ−1),i

)
IV OCC,WHITHIN =

∑
r

η̂rcτ,i
(
νriτ − νri(τ−1)

)
,

where η̂qcτ,i =
N̂qicτP
r N̂ricτ

. The industrial and city composition indices are instrumented equiva-

lently, forecasting both components of the indices with the corresponding predicted employ-

ment shares.

Instruments for the employment rate The rate of growth of the employment rate can

be partitioned into two elements, one that is associated to the growth of employment and

one that relates to the growth of the workforce. The predicted values of both elements are

used as instruments for the employment rate. Predicted employment growth is computed
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as:

IV EMPLGROWTH =
∑
i

∑
r

η̂ric(τ−1)
Nriτ

Nri(τ−1)

. (17)

This instrument is a weighted average of national occupation-industry employment growth

rates, the weights being the start of period corresponding city-level employment shares.

The predicted workforce growth is constructed in a similar way. Let Nwf
qic denote the

workforce in an occupation-industry-city cell and ηwfqic be the corresponding workforce share.

Let Nwf
qi be the national workforce, in occupation-industry cell. Then:

IV WORKFORCE =
∑
i

∑
r

η̂wfric(τ−1)

Nwf
riτ

Nwf
ri(τ−1)

. (18)

5 Empirical setting

5.1 Data source

I take this model to data for German cities. The data are taken from the official employment

statistics of the Institute of Employment Research (IAB). IAB employment statistics cover all

employees registered by the German social insurance system and subject to social insurance

contributions. In 1995, the data cover 79.4 % of all employed persons in Western Germany.

The self-employed are not covered. Information on wages captures all earnings subject

to statutory social security contributions and reported at least once annually. For each

notification period, a daily income is reported, such that partial as well as full-time workers

can be considered. The reporting of income is truncated from above and from below. The

upper limit is the contribution assessment ceiling for social insurance, which is adapted

annually to the growth of nominal wages, and the lower limit is the minimum wage. I work

with a 2% anonymous sample of the original IAB employment database. Over the entire

period, namely 1975-2002, a 2% representative sample is drawn from four clusters, namely

German nationals, foreign nationals, West-German residents and East-German residents.20

20In order to reduce a potential overweighting of foreigners, Mincer equations described in the next sub-
section include a nationality dummy.
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Our focus is on West-German residents and the period 1977-2001. With data on Eastern

Germany available only from 1991 onwards, I concentrate on the former Federal Republic of

Germany.

In the IAB original file, industries are classified according to the 1973 3-digit German

classification of economic activities, which has no evident correspondence with NACE or

ISIC. Occupations are classified according to the 1975 German classification of occupations.

The anonymous sample provides 16 industries and 130 occupations. In this study, occupa-

tions are grouped into 33 broader categories, according to the 1975 German classification

of occupations. The industrial and occupational classifications into 16 and 33 categories

are shown in Tables 1 and 2, respectively. Industries and occupations are reported by firms.

Hence, they should be accurately classified. Cities are defined as commuting areas, according

to the Federal Office for Building and Regional Planing. This yields 38 local labor markets,

whose urban centers are listed in Table 3.

5.2 Wage premia

Let k denote an individual worker. The dependent variable is estimated from Mincer equa-

tions: for each industry and year, log individual wages are regressed on a vector of individual

characteristics and a complete set of occupation-city interactions. In performing i × t re-

gressions, returns to skill are allowed to vary over time and across industries. Let dq be

occupation dummies, dc city dummies, dqc be occupation-city interactions and Wk be the

individual wage. The latter is expressed in euros and converted into real wages using the

consumer price index, base 2005, provided by the German federal statistical office. Z is a

vector of individual characteristics consisting of age, the square of age, a gender dummy, a

nationality dummy, a categorical variable for education and a full set of education-gender,

education-nationality and education-age interactions. For each i and t, I estimate

ln Wkqc = %0 + Z%+ dqc + ζkqc, (19)
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where ζkqc is an error term. Equation (19) is estimated with OLS. Standard errors are robust.

F-tests of the joint significance (joint nullity and joint equality) of dqc are rejected.21

For each industry and year, the dependent variable of my equation of interest, wqicτ , is

computed as the mean of dqc over five-years intervals and the national wage premia, νqiτ , are

computed as the mean of
∑

c
NqictP
cNqict

dqc over five-years intervals.22

6 Results

Baseline results Column (1) of Table 6 shows IV estimates for the baseline specification.23

First-stage F-statistics are above the conventional level of ten. With a p-value on the Hansen

test of 0.22, the hypothesis of overidentification is rejected.24 As predicted by the theory, the

estimated coefficients are positive. The size of the coefficients on the industrial, occupational

and city composition indices is 1.072, 2.75 and 0.647, respectively. Only the coefficients on

the industrial and occupational composition indices are statistically significant. This is in

line with evidence of worker mobility across industries and occupations. The implied ϕIND

and ϕOCC are 0.832 and 0.576, respectively, indicating that moving costs to workers are

rather high. Inter-industry mobility costs are thus estimated to be 1.5 times larger than

inter-occupational mobility costs.

Column (2) of table 6 presents results obtained with the BGS specification, omitting

occupations. As for column (1), first-stage F-statistics and the Hansen test are well-behaved.

The coefficient on the industrial composition index is negative, −0.189, and statistically

21These tests as well as the estimated wage premia are available upon request.
22The German wage bargaining system combines elements of both industry-wide collective agreements and

decentralized individual agreements between employer and employee. Today, Germany tends toward a more
decentralized wage bargainaing system. The mechanism described in this paper is the result of decentralized
wage bargaining. The effect of industry-wide unions, which establish minimum wages, is captured by the
constant. This ensures that the estimated wage premia do not reflect unionization but instead decentralized
wage bargaining.

23The model suggests that the coefficient on the employment rate should vary across occupations and
industries. For computational reasons, it is imposed to be constant in a city. In the estimation based on
a major occupation classification of occupations and industries, one can show that letting the employment
rate vary in the occupation-industry dimension or imposing it to be constant leads to quantitatively similar
results.

24First-stage regressions are available upon request.
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insignificant. As discussed previously, an unbiased estimate of β̃1, the coefficient on BGS

industrial composition index, can be computed out of equation (24). Column (3) presents this

estimate, obtained by substituting the baseline estimates of β1, β2 and β3 and the statistics

of Table 5 into equation (24). The unbiased coefficient is large, 2.313, and statistically

significant at a 5% level, implying that the negative bias on β̃1 produced by a BGS procedure

amounts to 2.32 (i.e. 2.313 + 0.189) in the case of Germany. Thus, combining this result

with equation (8), a region’s average wage response to a shock on labor demand would be

underestimated by (2.32 ∗ ∆R̃IND
cτ ) when ignoring inter-occupational labor adjustments. I

interpret this as being the result of shocks that induce inter-industry and inter-occupational

adjustment forces to work in opposite directions (as suggested by the stylized facts presented

at the beginning of this paper), therefore causing a negative correlation between the industrial

and occupational indices.

Sensitivity analysis: selection into cities and occupations The baseline estimates

rely on the assumption that my sample is a random draw of the population. In practice how-

ever, workers tend to self-select into cities according to unobserved earnings-related reasons.

If worker selection is correlated to the unobserved components of wages (e.g. individual

abilities), the conditional mean error term won’t be zero. The estimates of the coefficients

on the composition indices will be inconsistent if the structure of employment within cities

is correlated with worker selection decision into cities. As BGS did, I use Dahl (2002)

non-parametric approach to correct for sample selection bias.

Let dkct be a dummy indicator taking the value of one if individual k works in city c

at time t and let E [ξkqict|dkct = 1] be the conditional mean error term. dkbct is a dummy

variable taking the value of one if individual k born in city b is working in city c at time t.

Let Prkbct and Prkbbt be the probabilities that individual k born in city b is observed in city

c and remains in city b at time t, respectively. Following Dahl (2002), the conditional mean

error term can be identified as a function of worker migration probabilities Prkbct and Prkbbt.

27



In line with BGS, these functions are quadratic in these probabilities. For movers it is:

E [ξkqict|dkct = 1] =
∑
b

dkbct
(
Pr2

kbct + Pr2
kbbt

)
+ ιkqict,

while for stayers it is:

E [ξkqict|dkct = 1] =
∑
b

dkbctPr
2
kbbt + ιkqict,

where ι is a zero-mean residual term. The sample selection bias is corrected by introducing∑
b dkbct (Pr2

kbct + Pr2
kbbt) and

∑
b dkbctPr

2
kbbt in the wage premia estimations.

Let individuals be divided into cells according to their observed characteristics (i.e. age,

gender, nationality, education). Within the cell which is relevant for individual k, the mi-

gration probabilities are computed as follows:

Prkbct =
Nbct

Nbt

and Prkbbt =
Nbbt

Nbt

,

where Nbt is the number of individuals born in city b, Nbbt is the number of individuals born

in city b and still observed in city b and Nbct is the number of individuals born in city b

but observed in city c, at time t. Within each cell, differences in Pkbct across movers being

observed in city c are due to variations in the city of birth across workers. If the city of birth

is not directly correlated to individual wages, differences in probabilities across movers of

the same cell reflect differences in their unobserved abilities. Taking BGS case in point,

[...] a person born in Pennsylvania has a lower probability of being observed in Seattle

than a person born in Oregon. If both are observed living in Seattle, then we are as-

suming that the person from Pennsylvania must have a larger Seattle specific “ability”

(a stronger earnings reason for being there) and this is what is being captured by the

sample correction.25

The IAB anonymized sample does not provide data on workers city of birth. Instead, I use

25Beaudry, Green and Sand (2010), p. 43.
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workers city of residence at (t− 1) as a source of variation across workers within cells, i.e. I

assume that where movers where living at (t−1) does not affect their wage determination at

time t. For stayers, Dahl (2002) decomposes each cell into a further individual characteristic,

the familiy status, assumed to be independent of the wage determination process. This latter

component is not available in the IAB sample. This implies that within cells, unobserved

abilities – assumed to be identical across stayers – are identified with respect to movers only.

The model derived in this paper hinges on a random assignment to occupations – an

assumption which is certainly not verified in practice. Hence, the issue of self-selection also

applies to occupations. My approach to the question follows the self-selection into cities.

Results are shown in Table 7. Column (1) corresponds to the baseline estimates. Column

(2) and (3) present results for specifications that control for the selection into cities and

occupations, respectively. For both specifications, F-tests are above the conventional critical

level of ten and the Hansen tests cannot be rejected. The point estimates on the industrial

and occupational composition indices remain stable and statistically significant at the 1%

level. The estimates on the city composition index are reduced considerably but stay positive

and statistically insignificant. As regards the ratio of inter-industry to inter-occupational

mobility costs, it remains similar to the baseline specification. Overall, correcting the sample

selection bias gives rise to minor changes.

Sensitivity analysis: identification issue One of the two assumptions underlying my

identification strategy requires that national employment and changes in national employ-

ment, in a particular occupation-industry cell, be uncorrelated to present and future idiosyn-

cratic shocks on wages. In terms of the model this condition is necessarily satisfied, but it

may be empirically violated, when in a relatively large country such as Germany. As an

alternative, I therefore predict city-level employment in a particular occupation and indus-

try using French employment growth. Given its proximity to Germany, France is likely to

have similar production technologies and to have experienced similar shocks on labor de-

mand, making it a good candidate to perform this exercise. If my identification strategy is
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valid, then using French employment growth to construct instruments should not alter the

estimates.26

Results are presented in Table 8. Columns (1) and (2) show OLS results and IV results

for the baseline specification, respectively. Column (3) shows IV results for the specification

that uses French occupation-industry employment growth to create instruments. Results

lend support to my identification strategy. First-stage F-tests in column (3) are above the

conventional critical level of ten and the Hansen test cannot be rejected. The point estimates

are very close to the baseline specification. The coefficients on composition indices increase

slightly. β1 and β2, the coefficients on industrial and occupational composition indices,

remain significant with p-value smaller than 0.01. Even though they decrease somewhat,

the implied immobility parameters remain high, suggesting significant mobility costs. The

ratio of inter-industry to inter-occupational mobility costs remains similar to the baseline

specification.

Sensitivity analysis: city-specific controls To control for competing explanations for

differences in wages (or growth performance) across cities, a vector of city-specific controls is

added to equation (15). Results are shown in Table 9. Column (1) again presents estimates

for the baseline specification. Column (2) controls for potential education externalities.

These are captured by the percentage of workers with university-level qualifications, denoted

BAcτ . The diversity of employment across industries and occupations is controlled for in

column (3). It is measured using the lag of one minus the industrial Herfindahl index,

(1−HERF )INDcτ = (1 -
∑

i η
2
ic(τ−1)), and with the lag of one minus the occupational Herfindahl

index, (1 − HERF )OCCcτ = (1 -
∑

q η
2
qc(τ−1)). Finally, agglomeration effects and shifts in

local demand are controlled for in column (5) using the log of the city labor force, denoted

lnSIZEcτ . Following the existing literature, one would expect the effect on each of these

measures to be positive. Column (5) includes all of these additional city-specific controls

jointly.

All first-stage F-tests are above the conventional critical level of ten. With p-value on

26Data source: INSEE French employment survey, 1975-2002 period.
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the Hansen test in the range of 0.107 and 0.413, I can again reject the hypothesis of in-

strument overidentification. The inclusion of additional regressors does not alter my results,

suggesting that composition indices are not catching alternative driving forces for city-level

wage changes. Whichever the specification I consider, the coefficients on my variables of

interest are stable and similar to the baseline specification. The coefficients on industrial

and occupational composition indices remain significant at a one percent level. Education

tends to have a positive and statistically significant effect on average wages, which supports

the findings of e.g. Moretti (2004) and Acemoglu and Angrist (1999).27 The diversity of

employment has a positive impact on average wages. But only industrial diversity triggers a

statistically significant effect on average wages. Agglomeration effects and changes demand

are positive but rather small and statistically insignificant.28 This supports Blanchard and

Katz (1992). As suggested by Glaeser, Kallal, Scheinkman and Shleifer (1992), the diversity

of employment seems to be a stronger determinant of city-level growth than city size. Gen-

erally, the ratio of implied mobility parameters decreases slightly when controls are added,

but the implied mobility costs remain high (i.e. > 0.5).

Sensitivity analysis: industrial and occupational aggregation The model assumes

mobility parameters (or the cost of moving across industries and occupations) to be constant

across industries and occupations. This means, among others, that ϕIND and ϕOCC are in-

dependent of industry and occupation distances. Assuming that industrial and occupational

aggregation reflect distances, this implies mobility parameters and therefore the estimates

of interest to be independent of industrial and occupational aggregation.

Empirically this is not the case: the cost of moving across industries and occupations

is increasing in industrial and occupational distance. Thus, the coefficients of interest are

expected to be decreasing in the aggregation of industries and occupations. If the aggregation

27Alternatively, one could proxy city-level education with city average education level. Whether one or
the other measure is used, the effect of education remains similar and does not alter the coefficients on the
indices.

28Results are unaltered if one instruments ln SIZEcτ using its predicted counterpart (i.e. using N̂wf
cτ =∑

i

∑
q N̂

wf
qicτ , where N̂wf

qicτ is constructed as predicted in section 4).
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level is too high, ϕIND → 1 and ϕOCC → 1 and the effect of a shift in industrial and

occupational composition indices on average wages should vanish.

In Table 10, I investigate how results behave under various levels of industrial and oc-

cupational aggregation. Column (1) reproduces the baseline specification with 16 industries

and 33 occupations. Columns (2), (3), (4), and (5) present results based on 16 ∗ 16, 10 ∗ 10,

6∗16 and 6∗6 classifications, respectively, where the reclassifications into broader industrial

and occupational categories are choosen arbitrarily. The industrial classification into 6 and

10 categories are shown in appendix Tables 16 and 17, respectively. The occupational clas-

sification into 10 and 16 categories are shown in appendix Tables 18 and 19, respectively.

As for the baseline specification, first-stage F-tests and the Hansen test are well-behaved.

Results for the 16∗16 classification are close to the 33∗16 baseline classification, with a slight

decrease in the coefficients of industrial and occupational composition indices. This suggests

that the average distance across occupations in a 33 ∗ 16 and 16 ∗ 16 classification is similar.

As expected, when switching to higher degrees of aggregation, as shown in columns (3)-(5),

the effect of a shift in industrial and occupational composition, as respectively captured

by the coefficients on RIND
qcτ and ROCC

icτ , disappear. The coefficient on the city composition

index remains statistically insignificant over the specifications but becomes very noisy with

aggregation degrees beyond the 10 ∗ 10 classification. For this reason, the implied mobility

parameters are inaccurately measured in columns (3)-(5).

Sensitivity analysis: Others Table 11 present estimates for other sensitivity checks.

Column (1) corresponds to the baseline specification. Column (2) is the weighted IV coun-

terpart of the baseline specification, where observations are weighted by the square root of

the number of individuals present in the corresponding qicτ cell. In column (3), I show that

estimates are not driven by changes in own employment shares and reestimate the baseline

specification, controlling for ηicτ,q, ηqcτ,i and ηqicτ . Employment shares are instrumented us-

ing their predicted counterpart. Because individual wages are truncated above and below,

I present in column (4) results for a specification where wage premia are estimated from
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a two-sided tobit. To account for the persistence of wages I estimate a dynamic version

of the baseline specification, whose results are shown in column (5). Adding a lagged de-

pendent variable leads to a dynamic panel model, which I estimate with the Arellano-Bond

difference GMM estimator. The Arellano-Bond test for autocorrelation in the differenced

residuals indicates a first-order correlation, suggesting the presence of first-order correlation

of the residuals. Accordingly, the third to fifth lags of the dependent variable are used as

instruments. As regards the indices and the employment rate, the same set of instruments

described in the baseline specification is used.29 First-stage F-tests and the Hansen test are

well-behaved. Estimates remain similar to the baseline specification, except for the city com-

position index in column (5), which becomes negative but remains statistically insignificant.

Except for the differenced GMM estimation, implied mobility parameters are in line with

the baseline specification. Mobility costs are high and inter-industry mobility costs are 1.3

times larger than inter-occupational mobility costs.

7 Concluding remarks

BGS (2010) lately debated the adequacy of a partial equilibrium analysis in evaluating the

effect of a shock on a region’s average wage, highlighting spillover wage effects of shifts

in industrial employment composition. In this paper I have argued that the simultane-

ous consideration of inter-sectoral and inter-occupational labor adjustments is essential to

assess this spillover effect. I have extended BGS search-and-bargaining model to incor-

porate occupations and related industrial and occupational composition of employment to

occupation-industry-city-level average wages. The resulting structural equation sheds light

on the circumstances under which omitting the occupational dimension of labor adjustment

leads to an underestimate of the effect of a shock on a region’s average wage. If labor shifts

toward high-paying industries but low-paying occupations (or the reverse), forces working

29The effect of employment diversity on the growth of wages is captured with the lag of the Herfindahl
indices in level, not with the lag of their first difference. Because stata automatically transform variables in
level into first differences, Herfindahl indices are not included in this dynamic specification.
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through the inter-sectoral and inter-occupational dimensions will offset each other if both

channels of the adjustment are not accounted for, therefore leading to underestimation. A

Stolper-Samuelson-type employment reallocation following trade liberalization in a North-

ern country is a case in point. In the empirical section, I combine structural modeling

with instrumental variable estimation – to deal with the endogeneity of employment – using

individual-level data for German cities for 1977-2001. Results strongly support the argu-

ment of this paper. In the case of Germany, a region’s average wage response to a shock

on labor demand would be underestimated by two-thirds when ignoring inter-occupational

labor adjustments. This result holds over a wide range of sensitivity checks which verify

the validity of my identification strategy. To the extend that the trade-and-wages literature

was not designed to simultaneously consider the interplay between inter-sectoral and inter-

occupational labor adjustments, I believe that this paper offers some guidance to develop a

novel approach for reexamining the impact of increased market access on wages.
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Table 2: Occupational classification into 33 categories.

Agricultural Painters
Farming, forestry, gardening, fishing Goods sorters, packagers

Assistants
Mining and quarrywork Machine operators
Mining and quarrywork

Technicians
Manufacturing Technicians - engineers and related
Stone, jewelery, brickwork Technicians - manufacturing and science
Glass and ceramics
Chemicals, plastics and rubber Services and professionals
Paper and printing Buying and selling
Woodwork Banking, insurance, agents
Metalworkers, primary product Arts, creative and recreational
Skilled metal work and related Other services, personal and leisure services
Electrical Travel and transport
Metal and assembly / installation Administration and bureaucracy
Textiles Public order, safety and security
Leather goods Health services
Food, drink and tobacco Teaching and social employment
Construction
Building Other
Carpenters Other occupations

Note: Occupations in the IAB anonymized sample are classified into 33 broader categories according
to the 1975 German classification of occupations.
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Table 3: Urban centers of the 38 local labor markets.

Aarchen Münster
Augsburg Nürnberg-Fürth-Erlangen
Bielefeld Oldenburg
Braunschweig-Salzgitter Osnabrück
Bremen Paderborn
Bremerhaven Pforzheim
Freiburg im Breisgau Regensburg
Göttingen Region Hannover
Hamburg Rhein-Main
Heilbronn Rhein-Neckar
Hildesheim Rheinschiene
Ingolstadt Rhur
Kaiserlautern Siegen
Karlsruhe Stadtverband Saarbrücken
Kassel Stuttgart-Reutlingen
Kiel Trier-Saarburg and KS Trier
Koblenz Ulm
Lübeck Wolfsburg and Helmstadt
München Wüzburg

Note: Local labor markets are defined by commuting areas accord-
ing to the Federal Office for Building and Regional Planing.
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Table 4: Summary Statistics: cross-industry and cross-occupational mobility as a share of
Western-German employed workers over the period 1977-2001.

Variable Mean Std. Dev. Min. Max.

Share of employed workers who move:
Across industries within occupation 0.029 0.004 0.022 0.040
Across occupations within industry 0.025 0.004 0.020 0.035
Across both industries and occupations 0.027 0.006 0.018 0.037

Mobility distribution:
Across industries within occupation 0.356 0.042 0.305 0.497
Across occupations within industry 0.314 0.038 0.251 0.383
Across both industries and occupations 0.330 0.032 0.252 0.380

Note: The statistics is constructed from the IAB anonymized sample, on the basis of employed
individuals who can be traced over two consecutive years.
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Table 5: Summary Statistics: indices used to compute the unbiased β̃1.

Variable Mean Std. Dev. Min. Max.

∆R̃IND
c 0.0013 0.0097 −0.0216 0.0246∑

r ηrc∆R
IND
rcτ 0.0009 0.0055 −0.0101 0.0111∑

j ηjc∆R
OCC
jc 0.0008 0.0056 −0.0097 0.0122

∆R̃CITY
c 0.0012 0.0056 −0.0105 0.0123
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Table 6: Baseline specification versus omitting occupations.

Dependent variable ∆ log wqic ∆ log wic

Regressors (1) (2) (3)
Baseline Omitting Baseline-implied

occupations estimate

∆ RIND
qc 1.072∗∗∗

(0.271)

∆ ROCC
ic 2.750∗∗∗

(0.533)

∆ RCITY
c 0.647

(1.140)

∆ R̃IND
c −0.189 2.131∗∗

(1.149) [0.048]

∆ ERc 0.281 0.415
(0.410) (0.580)

Implied ϕIND 0.832
Implied ϕOCC 0.576
H0: β1 = β2 [0.000]

Observations 9376 1665
F-first stage: ∆ RIND

qc 620.6 44.03
F-first stage: ∆ ROCC

ic 201.5
F-first stage: ∆ RCITY

c 262.4
F-first stage: ∆ ERc 22.05 50.05
Hansen 0.22 0.41

Notes: Column (1) and (2) contain diτ and dqiτ , respectively. Standard errors are clustered
at the city level. Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. p-values
in brackets. Column (1) shows estimates for the baseline specification. Column (2) shows
estimates for a specification that omits occupations. Column (3) shows the baseline-implied
estimate on BGS industrial composition index.
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Table 7: Selection issue.

Dependent variable ∆ log wqic

Regressors (1) (2) (3)
Baseline City Occupation

Selection Selection

∆ RCITY
c 0.647 0.232 0.307

(1.140) (1.543) (1.194)

∆ RIND
qc 1.072∗∗∗ 1.106∗∗∗ 1.303∗∗∗

(0.271) (0.211) (0.247)

∆ ROCC
ic 2.750∗∗∗ 3.172∗∗∗ 2.334∗∗∗

(0.533) (0.775) (0.418)

∆ ERc 0.281 0.032 0.198
(0.410) (0.377) (0.419)

Implied ϕIND 0.810 0.932 0.884
Implied ϕOCC 0.624 0.826 0.809
H0: β1 = β2 [0.005] [0.007] [0.024]

Observations 9376 9376 9376
F-first stage: ∆ RCITY

c 262.4 221.9 305.2
F-first stage: ∆ RIND

qc 620.6 1976 1861
F-first stage: ∆ ROCC

ic 201.5 271.3 241.3
F-first stage: ∆ ERc 22.05 22.70 22.77
Hansen 0.220 0.564 0.224

Notes: All estimations contain dqiτ . Standard errors are clustered at
the city level. Standard errors in parentheses. *** p<0.01, ** p<0.05,
* p<0.1. p-values in brackets. Column (1) corresponds to the baseline
estimates. Column (2) shows results for a specification that controls for
the selection into cities. Column (3) shows results for a specification
that controls for the selection into occupations.
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Table 8: Identification issue.

Dependent variable ∆ log wqic

Regressors (1) (2) (3)
OLS Baseline French data

∆ RIND
qc 0.776∗∗∗ 1.072∗∗∗ 1.123∗∗∗

(0.232) (0.271) (0.326)

∆ ROCC
ic 2.829∗∗∗ 2.750∗∗∗ 3.141∗∗∗

(0.522) (0.533) (0.710)

∆ RCITY
c 0.572 0.647 1.007

(1.060) (1.140) (1.334)

∆ ERc 0.222 0.281 0.247
(0.247) (0.410) (0.438)

Implied ϕIND 0.832 0.810 0.757
Implied ϕOCC 0.576 0.624 0.527
H0: β1 = β2 [0.000] [0.005] [0.008]

Observations 9376 9376 8907
F-first stage: ∆ RIND

qc 620.6 161.2
F-first stage: ∆ ROCC

ic 201.5 56.53
F-first stage: ∆ RCITY

c 262.4 108.2
F-first stage: ∆ ERc 22.05 11.53
Hansen 0.220 0.142

Notes: All estimations contain dqiτ . Standard errors are clustered at
the city level. Standard errors in parentheses. *** p<0.01, ** p<0.05, *
p<0.1. p-values in brackets. Column (1) shows OLS estimates. Column
(2) and (3) are the IV counterparts of column (1). Column (2) corre-
sponds to our baseline specification. Column (3) uses French occupation-
industry employment growth to create instruments.
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Table 9: Additional controls.

Dependent variable ∆ log wqic

Regressors (1) (2) (3) (4) (5)
Baseline Education Employment Agglomeration All

diversity effects controls

∆ RIND
qc 1.072∗∗∗ 1.045∗∗∗ 1.083∗∗∗ 1.068∗∗∗ 1.070∗∗∗

(0.271) (0.272) (0.273) (0.270) (0.273)

∆ ROCC
ic 2.750∗∗∗ 2.785∗∗∗ 2.764∗∗∗ 2.780∗∗∗ 2.884∗∗∗

(0.533) (0.530) (0.534) (0.529) (0.520)

∆ RCITY
c 0.647 0.829 0.722 0.725 0.722

(1.140) (1.101) (1.286) (1.189) (1.437)

∆ ERc 0.281 0.253 0.364 0.224 0.172
(0.410) (0.417) (0.399) (0.460) (0.481)

∆ BAc 0.745∗ 1.090∗∗

(0.386) (0.480)

(1−HERF )INDc 0.107∗∗ 0.142∗∗∗

(0.045) (0.052)

(1−HERF )OCCc 0.191 0.427
(0.287) (0.273)

∆ ln SIZEc 0.067 0.068
(0.106) (0.114)

Implied ϕIND 0.810 0.771 0.793 0.793 0.780
Implied ϕOCC 0.624 0.558 0.600 0.596 0.597
H0: β1 = β2 [0.005] [0.004] [0.006] [0.004] [0.002]

Observations 9376 9376 9376 9376 9376
F-first stage: ∆ RIND

qc 620.6 621.4 647.7 613.5 629.4
F-first stage: ∆ ROCC

ic 201.5 205.0 202.1 207.0 213.8
F-first stage: ∆ RCITY

c 262.4 284.1 186.6 208.8 155.5
F-first stage: ∆ ERc 22.05 22.90 26.08 18.52 19.22
Hansen 0.220 0.413 0.107 0.214 0.190

Notes: All estimations contain dqiτ . Standard errors are clustered at the city level. Standard errors
in parentheses. *** p<0.01, ** p<0.05, * p<0.1. p-values in brackets. Column (1) is our baseline
specification. Column (2) controls for education externalities, column (3) for the diversity of employment
across industries and occupations, column (4) for agglomeration externalities.
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Table 10: Industrial and occupational aggregation.

Dependent variable ∆ log wqic

Regressors (1) (2) (3) (4) (5)
Baseline 16X16 10X10 6X16 6X6

∆ RIND
qc 1.072∗∗∗ 0.820∗∗−0.070 −0.039 −0.403

(0.271) (0.388) (0.748) (0.654) (0.993)

∆ ROCC
ic 2.750∗∗∗ 2.618∗∗∗ 2.690 1.614 0.880

(0.533) (0.909) (1.653) (1.627) (1.878)

∆ RCITY
c 0.647 1.198 −2.984 1.895 −0.035

(1.140) (1.104) (2.897) (2.243) (6.161)

∆ ERc 0.281 0.509 0.441 0.395 0.385
(0.410) (0.433) (0.283) (0.265) (0.398)

Implied ϕIND 0.810 0.686 −9.150 0.460 1.041
Implied ϕOCC 0.624 0.406 0.023 −0.021 0.920
H0: β1 = β2 [0.005] [0.062] [0.155] [0.375] [0.548]

Observations 9376 7439 4172 2767 1408
F-first stage: ∆ RIND

qc 620.6 408.3 433.5 244.5 152.6
F-first stage: ∆ ROCC

ic 201.5 242.7 232.5 129.1 95.62
F-first stage: ∆ RCITY

c 262.4 441.0 121.4 165.1 165.0
F-first stage: ∆ ERc 22.05 21.57 18.88 18.29 10.49
Hansen 0.220 0.193 0.231 0.432 0.349

Notes: All estimations contain dqiτ . Standard errors are clustered at the city
level. Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Column
(1) is our baseline specification. Columns (2), (3), (4) and (5) show results for a
specification based on a 16X16, 10X10, 6X16 and 6X6 classification of industries
and occupations, respectively.
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Table 11: Other robustness checks.

Dependent variable ∆ log wqic

Regressors (1) (2) (3) (4) (5)
Baseline Weights Controlling for Tobit Differenced

own empl. shares GMM

∆ RIND
qc 1.072∗∗∗ 1.172∗∗∗ 1.083∗∗∗ 1.029∗∗∗ 1.423∗∗∗

(0.271) (0.228) (0.260) (0.265) (0.419)

∆ ROCC
ic 2.750∗∗∗ 2.876∗∗∗ 2.658∗∗∗ 2.642∗∗∗ 3.284∗∗∗

(0.533) (0.443) (0.602) (0.578) (0.759)

∆ RCITY
c 0.647 0.568 0.657 0.820 −0.198

(1.140) (1.114) (1.182) (1.122) (1.116)

∆ ERc 0.281 0.224 0.298 0.334 0.527
(0.410) (0.376) (0.415) (0.416) (0.411)

L.∆ log wqic 0.738∗∗∗

(0.111)

Implied ϕIND 0.810 0.835 0.802 0.763 1.064
Implied ϕOCC 0.624 0.674 0.622 0.557 1.162
H0: β1 = β2 [0.005] [0.000] [0.022] [0.013] [0.032]

Observations 9376 9376 9376 9376 8589
F-first stage: ∆ RIND

qc 620.6 820.9 573.8 619.9
F-first stage: ∆ ROCC

ic 201.5 233.8 151.1 216.6
F-first stage: ∆ RCITY

c 262.4 272.0 223.1 260.0
F-first stage: ∆ ERc 22.05 27.11 16.06 21.97
Hansen 0.220 0.178 0.203 0.232 0.503
AR(2) 0.769

Notes: All estimations contain dqiτ . Standard errors are clustered at the city level. Standard errors in
parentheses. *** p<0.01, ** p<0.05, * p<0.1. Column (1) is our baseline specification. Column (2) is
a weighted IV counterpart of column (1). Column (3) controls for own employment shares. Column (4)
shows results for a specification where wage premia are estimated from a two-sided tobit. Column (5)
shows estimates for a dynamic differenced GMM epecification.

48



9 Figures

Figure 1: Evolution of worker mobility across industries within occupation, across occupa-
tions within industry and across both industries and occupations as a share of West-German
employed workers over the period 1977-2001.
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Note: The figure is constructed from the IAB anonymized sample, on the basis of employed individ-
uals who can be traced over two consecutive years.
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Figure 2: Correlation between industrial and occupational composition indices over the
period 1980-2001, controlling for city fixed effects.-.02
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Note: The figure is constructed from the IAB anonymized sample.
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Figure 3: Evolution of industrial and occupational composition indices, averaged across cities
of Western Germany, over the period 1980-2001.-.15
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Note: The figure is constructed from the IAB anonymized sample.
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Figure 4: Correlation between industrial and occupational composition indices across cities
of Western Germany, controlling for year fixed effects.-.04
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Note: The figure is constructed from the IAB anonymized sample.
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Figure 5: Mobility illustration in a two-by-two occupation-industry model.
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i and q are the “own industry” and “own occupation” cells, respectively. ϕINDϕOCC captures
the importance of worker immobility across occupation-industry cells. (1 − ϕIND)ϕOCC and
ϕIND(1−ϕOCC) capture the importance of worker mobility across industries and across occu-
pations, respectively. The importance of mobility across the entire industry-occupation matrix
is captured by (1− ϕIND)(1− ϕOCC).

10 Appendix

10.1 Deriving a reduced form for the wage equation

Equation (4) is a set of simultaneous equations that I now reformulate to obtain an estimable

reduced form. I start by solving equation (4) for wqic and obtain:

wqic = γc1λqic +
γ1cγ2c

1− γ2c(1− ϕINDϕOCC)

[
(1− ϕIND)ϕOCC

∑
j

ηjc,qλqjc

+ ϕIND(1− ϕOCC)
∑
r

ηrc,iλric + (1− ϕIND)(1− ϕOCC)
∑
j

∑
r

ηrjcλrjc

]
. (20)
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Then, I explicitly express the employment rate (as captured by γc1 and γc2) using a first-

order Taylor series approximation around the point where occupation-industry-city-level

average wages do not differ across cities. This occurs when the technology parameter θqic

and the productivity shifter Aic are city-invariant, i.e. θqic = θqi and Aic = Ai (which

implies ηic,q = ηi,q, ηqc,i = ηq,i, ηqic = ηqi and ERc = ER). Define θ̂qic = θqic − θqi, the

occupation-industry-specific relative advantage component in the technology for city c, such

that
∑

c θ̂qic = 0. Similarly, define Âic = Aic − Ai, the industry-specific relative advantage

component in the productivity for city c, such that
∑

c Âic = 0. Thus, the distribution of

employment across industries and occupations is identical across cities (i.e. θqic = θqi and

Aic = Ai) when the relative advantage components θ̂qic and Âic are zero. Approximating

equation (20) around the points where θ̂qic = 0, Âic = 0, and ηic,q = ηi,q, ηqc,i = ηq,i, ηqic = ηqi,

ERc = ER, I obtain:

wqic = γ1λqi − fqiER + fqiERc +
γ1γ2

1− γ2(1− ϕINDϕOCC)

[
(1− ϕIND)ϕOCC

∑
j

ηjc,qλqj

+ ϕIND(1− ϕOCC)
∑
r

ηrc,iλri + (1− ϕIND)(1− ϕOCC)
∑
j

∑
r

ηrjcλrj

]
+ ξqic,

where the terms λqi, ER, γ1 and γ2 are respectively ERc, λqic, γ1c and γ2c evaluated at

θ̂qic = 0 and Âic = 0. The occupation-industry-specific term fqi is obtained from the linear

approximation and is a function of the following set of parameters: γ1, γ2, ϕIND, ϕOCC and

λqi. The term ξqic is also obtained from the linear approximation and corresponds to the error

term in the empirical section. It essentially depends on the relative advantage components
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θ̂qic and Âic:

ξqic = γ1

(
gqiθ̂qic + hqiÂic

)
+

γ1γ2

1− γ2(1− ϕINDϕOCC)

[
(1− ϕIND)ϕOCC

∑
j

ηj,q

(
gqj θ̂qjc + hqjÂjc

)
+ ϕIND(1− ϕOCC)

∑
r

ηr,i

(
griθ̂ric + hriÂic

)
+ (1− ϕIND)(1− ϕOCC)

∑
j

∑
r

ηrj

(
grj θ̂rjc + hrjÂjc

)]
, (21)

where ηr,i, ηj,q and ηrj are respectively ηrc,i, ηjc,q and ηrjc evaluated at θ̂qic = 0 and Âic = 0.

The occupation-industry-specific terms gqi and hqi are obtained from the linear approxima-

tion and are functions of the following set of parameters: γ1, γ2, ϕIND, ϕOCC and λqi.

Let wqi be the national occupation-industry average wage and define νqi = (wqi − w11),

the national occupation-industry wage premium relative to the numeraire occupation and

numeraire industry. Let me now relate λqi, the value of the marginal product of type-q labor

within industry i, to νqi, the national occupation-industry wage premium. To do so, note

that wqic approximated around the point where θ̂qic = 0, Âic = 0, and ηic,q = ηi,q, ηqc,i = ηq,i,

ηqic = ηqi satisfies:

(wqic − w1ic)− (wq1c − w11c)

= γ1 [(λqi − λ1i)− (λq1 − λ11)]

+γ1 [(ξqic − ξ1i)− (ξq1 − ξ11)]

+γ1

[(
fqi

[
θ̂qic + Âqic

]
− f1i

[
θ̂1ic + Â1ic

])
−
(
fq1

[
θ̂q1c + Âq1c

]
− f11

[
θ̂11c + Â11c

])]
,

such that

∑
c

(wqic − w1ic)− (wq1c − w11c) = γ1 [(λqi − λ1i)− (λq1 − λ11)] ,
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and

νqi = γ1 (λqi − λ11) .

The national occupation-industry wage premium is therefore positively related to both pi,

the price of the intermediate good i, and λqi, the marginal product of type-q labor within

industry i. Substituting (22) into (21) we get:

wqic =
γ1γ2(1− ϕINDϕOCC)

1− γ2(1− ϕINDϕOCC)
λ11 + γ1λqi + fqiERc

+
γ2

1− γ2(1− ϕINDϕOCC)

[
(1− ϕIND)ϕOCC

∑
j

ηjc,qνqj + ϕIND(1− ϕOCC)
∑
r

ηrc,iνri

+ (1− ϕIND)(1− ϕOCC)
∑
j

∑
r

ηrjcνrj

]
+ ξqic. (22)

Finally, to focus on labor market adjustments, equation (22) is first-differenced with respect

to time, denoted τ :

∆wqicτ = ∆dqiτ + β1∆RIND
qcτ + β2∆ROCC

icτ + β3∆RCITY
cτ + fqi∆ERcτ + ∆ξqicτ , (23)

where fqi > 0 and

dqiτ =
γ1γ2(1− ϕINDϕOCC)

1− γ2(1− ϕINDϕOCC)
λ11τ + γ1λqiτ

RIND
qcτ =

∑
j

ηjcτ,qνqjτ

ROCC
icτ =

∑
r

ηrcτ,iνriτ

RCITY
cτ =

∑
j

∑
r

ηrjcτνrjτ
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and

β1 =
γ2

1− γ2(1− ϕINDϕOCC)
(1− ϕIND)ϕOCC ≥ 0

β2 =
γ2

1− γ2(1− ϕINDϕOCC)
ϕIND(1− ϕOCC) ≥ 0

β3 =
γ2

1− γ2(1− ϕINDϕOCC)
(1− ϕIND)(1− ϕOCC) ≥ 0.

10.2 Deriving BGS bias

BGS industrial composition index (R̃IND
cτ ) and the composition indices derived in this paper

(RIND
qcτ , ROCC

icτ and RCITY
cτ ) are related by the following relationship:

(1 + β̃1)∆R̃IND
cτ = β1

∑
r

ηrcτ∆R
IND
cτ + β2

∑
j

ηjcτ∆R
OCC
jcτ + (1 + β3)∆RCITY

cτ , (24)

or solving for
∑

r ηrcτR
IND
rcτ by:

∑
r

ηrcτ∆R
IND
rcτ =

1 + β̃1

β1

∆R̃IND
cτ − β2

β1

∑
j

ηjcτ∆R
OCC
jcτ −

1 + β3

β1

∆RCITY
cτ . (25)

Assume that the true model is given by equation (6), which averaged at the industry level

yields:

∆wicτ = ∆diτ + β1

∑
r

ηrcτ∆R
IND
rcτ + β2∆ROCC

icτ + β3∆RCITY
cτ + fi∆ERcτ + ∆ξicτ , (26)

where di, fi and ξicτ are dqi, fqi and ξqicτ averaged across occupations, respectively. Substi-

tuting (25) into (26) yields:

∆wicτ = ∆diτ + β̃1∆R̃INDcτ + β2

∆ROCCicτ −
∑
j

ηjcτ∆ROCCjcτ

+ fi∆ERcτ + ∆ξ̃icτ , (27)

57



where ξ̃icτ = ξicτ +
∑

j

∑
r ηrjcτ (νjτ − νrjτ ) is the residual component. Let:

∆wicτ = ∆diτ + β̃1∆R̃IND
cτ + fi∆ERcτ + ∆εicτ (28)

be the version of (6) that omits the occupational dimension (i.e. BGS model). If the true

model is given by equation (6) (or 27), estimating (28) provides a biased estimate of β̃1.

Using equation (27), the bias is given by:

E
[
∆R̃IND

cτ ∆εicτ

]
, (29)

where

∆εicτ = β2

[
∆ROCC

icτ −
∑
j

ηjct∆R
OCC
jct

]
+ ∆ξ̃icτ . (30)

For clarity, provisionally ignore endogeneity related to employment and assume that

E
[
∆R̃IND

cτ ∆ξ̃icτ

]
= 0. Then the bias is given by:

E
[
∆R̃INDcτ ∆εicτ

]
= β2E

∆R̃INDcτ

∆ROCCicτ −
∑
j

ηjcτ∆RINDjcτ

 , (31)

such that β̃1 is overestimated if E
[
∆R̃IND

cτ

(
∆ROCC

icτ −
∑

j ηjcτ∆R
IND
jcτ

)]
> 0 and underesti-

mated if E
[
∆R̃IND

cτ

(
∆ROCC

icτ −
∑

j ηjcτ∆R
IND
jcτ

)]
< 0.

10.3 Inconsistency of OLS and validity of suggested instruments

Due to the functional form of the error term ξqic, OLS leads to inconsistent estimates of the

βs coefficients. I provide a demonstration for the coefficient on RCITY
cτ , the city composi-

tion index. Proofs for the other indices and the employment rate coefficients are similar.
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Consistency of OLS requires that:

lim
I,Q,C→∞

1

I

1

Q

1

C

∑
i

∑
q

∑
c

∆RCITY
cτ ∆ξqicτ = 0, (32)

where ξqicτ is given by equation (21):

ξqicτ = γ1

(
gqiθ̂qicτ + hqiÂicτ

)
+

γ1γ2

1− γ2(1− ϕINDϕOCC)

[
(1− ϕIND)ϕOCC

∑
j

ηj,q

(
gqj θ̂qjcτ + hqjÂjcτ

)
+ ϕIND(1− ϕOCC)

∑
r

ηr,i

(
griθ̂ricτ + hriÂicτ

)
+ (1− ϕIND)(1− ϕOCC)

∑
j

∑
r

ηrj

(
grj θ̂rjcτ + hrjÂjcτ

)]
. (33)

The composition index can be decomposed into two components: the between and the within

components. The between and the within components isolate the variations in the index that

are attributable to changes in the distribution of employment, as captured by ∆ηrjcτ , and to

changes in the national occupation-industry wage premia, as captured by ∆νrjτ , respectively:

∆RCITY
cτ =

∑
j

∑
r

νrj(τ−1)∆ηrjcτ︸ ︷︷ ︸
Between component

+
∑
j

∑
r

ηrjcτ∆νrjτ︸ ︷︷ ︸
Within component

. (34)

Hence, substituting (34) into (32), consistency of OLS requires:

lim
I,Q,C→∞

1

I

1

Q

1

C

[∑
j

∑
r

νrj(τ−1)

∑
c

∆ηrjcτ
∑
i

∑
q

∆ξqicτ

+
∑
j

∑
r

∆νrjτ
∑
c

ηrjcτ
∑
i

∑
q

∆ξqicτ

]
= 0,
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which is equivalent to requiring that the two following conditions be satisfied:

lim
I,Q,C→∞

1

I

1

Q

1

C

∑
c

[
∆ηrjcτ

∑
i

∑
q

∆ξqicτ

]
= 0

lim
I,Q,C→∞

1

I

1

Q

1

C

∑
c

[
ηrjcτ

∑
i

∑
q

∆ξqicτ

]
= 0.

This cannot be the case because ηqicτ approximated around the point where θ̂qicτ = 0 and

Âicτ = 0 is given by:

ηqicτ =
1

IQ
+ π1qi

[
gqiθ̂qicτ + hqiÂicτ

]
+ π2qi

∑
r

ηr,i

[
griθ̂ricτ + hriÂicτ

]
+ π3qi

∑
j

ηj,q

[
gqj θ̂qjcτ + hqjÂicτ

]
+ π4qi

∑
j

∑
r

ηrj

[
grj θ̂rjcτ + hrjÂjcτ

]
, (35)

where the πs are occupation-industry-specific constant obtained from the linear approxima-

tion. This justifies the use of instrumental variables. Based on the index between and within

decomposition, the proposed instruments are:

IV CITY,BETWEEN =
∑
j

∑
r

νrj(τ−1)∆η̂rjcτ and IV CITY,WHITHIN =
∑
j

∑
r

η̂rjcτ∆νrjτ ,

where η̂rjcτ is predicted employment in a particular rjc cell as a share of city c predicted em-

ployment. For a particular occupation-industry cell, city-level employment is predicted using

national employment growth. Let ˆ be a predicted value and Nqit be national occupation-

industry employment. Predicted shares are given by η̂rjcτ =
N̂rjcτP

r

P
j N̂rjcτ

, where N̂rjcτ is the

mean of Nrjc(t−6)
Nrjt

Nrj(t−6)
over the corresponding five-year interval. Validity of the suggested
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instruments requires that:

lim
I,Q,C→∞

1

I

1

Q

1

C

∑
c

[
η̂rjcτ

∑
q

∑
i

∆ξqicτ

]
= 0

lim
I,Q,C→∞

1

I

1

Q

1

C

∑
c

[
∆η̂rjcτ

∑
q

∑
i

∆ξqicτ

]
= 0,

or equivalently that:

E
[
∆θ̂qicτ θ̂rjc(t−6)

]
= 0 and E

[
∆θ̂qicτ∆θ̂rjc(t−6)

]
= 0 ∀r, j

E
[
∆Âqicτ Ârjc(t−6)

]
= 0 and E

[
∆Âqicτ∆Ârjc(t−6)

]
= 0 ∀r, j

E
[
∆θ̂qicτ Ârjc(t−6)

]
= 0 and E

[
∆θ̂qicτ∆Ârjc(t−6)

]
= 0 ∀r, j

E
[
∆Âqicτ θ̂rjc(t−6)

]
= 0 and E

[
∆Âqicτ∆θ̂rjc(t−6)

]
= 0 ∀r, j.

This requires that within cities, changes in the relative advantage components (i.e. ∆θ̂qicτ

and ∆Âqicτ ) be uncorrelated to the entire inital set of relative advantage components (i.e.

θ̂rjc(t−6) and Âjc(t−6) ∀ r, j) and to changes in the entire inital set of relative advantage

components (i.e. ∆θ̂rjc(t−6) and ∆Âjc(t−6) ∀ r, j). In other words, the fact that within a

particular city industry-i productivity improves relative to other cities (i.e. Âic > 0) should

be uncorrelated to past productivity improvements and past productivity in any industry,

relative to other cities. The same logic applies to technology upgrading (i.e. θ̂qic > 0). Thus,

within a particular city, productivity and technology shocks relative to other cities should

be uncorrelated to each other over time.

10.4 Additional tables
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Table 18: Occupational classification into 10 categories.

Agricultural Painters
Occupation 1 Goods sorters, packagers
Farming, forestry, gardening, fishing Assistants

Machine operators
Mining and quarrywork
Occupation 2 Technicians
Mining and quarrywork Occupation 6

Technicians - engineers and related
Manufacturing Technicians - manufacturing and science
Occupation 3
Stone, jewelery, brickwork Services and professionals
Glass and ceramics Occupation 7
Chemicals, plastics and rubber Buying and selling
Paper and printing Banking, insurance, agents
Woodwork Arts, creative and recreational
Metalworkers, primary product Other services, personal and leisure services
Skilled metal work and related
Electrical Occupation 8
Metal and assembly / installation Travel and transport

Administration and bureaucracy
Occupation 4 Public order, safety and security
Textiles
Leather goods Occupation 9
Food, drink and tobacco Health services

Teaching and social employment
Occupation 5
Construction Other
Building Occupation 10
Carpenters Other occupations
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Table 19: Occupational classification into 16 categories.

Agricultural Building
Occupation 1 Carpenters
Farming, forestry, gardening, fishing Painters

Goods sorters, packagers
Mining and quarrywork Assistants
Occupation 2 Machine operators
Mining and quarrywork

Technicians
Manufacturing Occupation 10
Occupation 3 Technicians - engineers and related
Stone, jewelery, brickwork Technicians - manufacturing and science
Glass and ceramics
Chemicals, plastics and rubber Services and professionals

Occupation 11
Occupation 4 Buying and selling
Paper and printing Banking, insurance, agents
Woodwork Other services, personal and leisure service

Occupation 5 Occupation 12
Metal workers, primary product Travel and transport
Skilled metal work and related

Occupation 13
Occupation 6 Administration and bureaucracy
Electrical Public order, safety and security
Metal and assembly / installation

Occupation 14
Occupation 7 Arts, creative and recreational
Textiles
Leather goods Occupation 15

Health services
Occupation 8 Teaching and social employment
Food, drink and tobacco

Other
Occupation 9 Occupation 16
Construction Other occupations
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